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Figure 1: Our algorithm constructs generalized 3D Loo Voronoi diagrams. With the non-euclidean Loo metric, diagram construction is no
longer agnostic to orientations: This allows to incorporate individually oriented and anisotropically weighted sites. Results shown here are
generated with: (a) random positions, axis-aligned orientations; (b) random positions, random orientations; (c) regular grid positions and
orientations, both jittered; (d,e) CVTs on smooth 3D anisotropic weighting/orientation fields (f) induced by a trefoil knot input object (white).

Abstract

Voronoi diagrams and their computation are well known in the Euclidean Ly space. They are easy to sample and render in
generalized Ly spaces but nontrivial to construct geometrically. Especially the limit of this norm with p — oo lends itself to many
quad- and hex-meshing related applications as the level-set in this space is a hypercube. Many application scenarios circumvent
the actual computation of Lo diagrams altogether as known concepts for these diagrams are limited to 2D, uniformly weighted
and axis-aligned sites. Our novel algorithm allows for the construction of generalized Loc Voronoi diagrams. Although parts
of the developed concept theoretically extend to higher dimensions it is herein presented and evaluated for the 2D and 3D case.
It further supports individually oriented sites and allows for generating weighted diagrams with anisotropic weight vectors for
individual sites. The algorithm is designed around individual sites, and initializes their cells with a simple meshed representation
of a site’s level-set. Hyperplanes between adjacent cells cut the initialization geometry into convex polyhedra. Non-cell geometry
is filtered out based on the Loo Voronoi criterion, leaving only the non-convex cell geometry. Eventually we conclude with
discussions on the algorithms complexity, numerical precision and analyze the applicability of our generalized Loo diagrams
for the construction of Centroidal Voronoi Tessellations (CVT) using Lloyd’s algorithm.

CCS Concepts
» Computing methodologies — Mesh geometry models; Mesh models; Volumetric models;

1. Introduction

Key motivation for the generation of Voronoi diagrams is the anal-
ysis of spatial data and, therefore, generalized Voronoi diagrams
find application in various scientific disciplines whenever closest-
point associations or proximity based spatial partitioning are in-
volved: E.g., ranging from graph labeling [WTLY 13] and voxeliza-
tion [VKK*03] over urban planning [Now15] and models of bio-
logical cells [BTKA10] to applications in Very Large Scale Integra-
tion [PLO1]. Special L, Voronoi diagrams are the p = 2 case with
planar bisectors between two adjacent cells or p =1 and p = o
where the bisectors are at least partially planar and not curved
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as with other ps. The level-set of the Loo metric is a hypercube
and lends itself to applications in quad- and hex-meshing, i.e., em-
ployed in Lloyd relaxations for constructing Centroidal Voronoi
Tessellations (CVT) with square or cube-shaped cells. There ex-
ist many established concepts for the construction of Voronoi di-
agrams in multidimensional Euclidean L, space. But these algo-
rithms do not trivially translate to vector spaces using other gener-
alized L, distance metrics. Therefore, we focus this work on an al-
gorithm for the construction of generalized meshed L~ Voronoi di-
agrams in 2D and 3D. Our approach is designed around individual
cells, initialized with a meshed representation of the L~ level-set,
a hypercube. We exploit a characteristic of the Loo max-norm, such
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that the non-trivial bisectors are determined separately for the sites
individual orientation axes. Bisector hyperplanes cut the initializa-
tion geometry into convex fragments, eventually clipped by eval-
uating their closest site association (Voronoi criterion). We further
extend the metric’s definition with a spatially varying orientation
field and anisotropic weighting, thus also generalizing weighted
Lo Voronoi diagrams. This allows for cells to align with given
input structures, e.g., when employed for CVT based meshing. An
example is shown in Figure 1f where the orientation field aligns to
normals and principle curvature directions of a trefoil knot mesh.

Main contributions presented in this paper extend the generation of
Voronoi diagrams in several domains: Dimensionality: We present
examples for 2D and 3D, parts of the concept also translate to
higher dimensions. Orientation: Sites are not subject to the ori-
entation of one prevalent uniform metric space but can be decou-
pled and individually oriented. Weighting: Our algorithm allows
to specify weights for individual sites as in weighted Voronoi dia-
grams. Anisotropy: Site-individual weight vectors that correspond
to the site’s main axes also allow for anisotropic cell extents.

2. Definitions

An introduction to terms and principles, used in upcoming sections.

L, norms are defined for finite-dimensional spaces R” where the
length of a vector x and a real number p is given as

1
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For p =2 it simply is the Euclidean distance, whereas the limit of
this norm with p — oo is the Chebyshev or max-norm

1
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With p — oo the norm then corresponds to the maximum absolute
extent over the available dimensions in R”.

Lp Voronoi diagrams specify the tessellation of a given domain
with cells. This segments space into regions of closest proximity,
relative to a given set of generating points, called sites. The cell C;
of a site S; is herein defined by

C={reR"[|r=Sll, <[r=Sjll,Vi#j}. O

Lo Cells follow by the definition of Equation (3) with p = co.
But to generalize the concept, we extend the definition of a site
Si: A matrix M; specifies a non-axis-aligned site orientation and
scalar A; a site’s individual weight. More generally we can also use
a 2n-dimensional vector A; to define anisotropic weights for the
individual signed directions. The extended definition for the length
of a vector between a point r and site S; is then given by

T
51 = max (aing(a) ™" [ Npr |- 0-0) . @

This evaluates the dot-product of the vector with a 2n X n matrix
(here in block notation) and an elementwise division by the 2n en-
tries of the A; vector. To actually account for individual weights

of the signed axes, the norm results directly as the maximum of
the 2n entries and not their absolutes. Setups where all M; = I
and A; = [1,...,1] correspond to default Loo diagrams with axis-
aligned and equally weighted sites. Such default cells initialize as
shown on the left in Figure 2. Vectors +{x,y,z} are signed columns
of the orientation matrix: The shown pyramidal segmentation clus-
ters points around a site that have their maximum distance along the
same dimension, then called max-dimension. Therefore, we refer
to vectors associated with the individual pyramids as max-vectors.
Exemplary level-set and initialization for a site with anisotropic
weights are shown on the right of Figure 2.

3. Related Work

Euclidean L, norm: Fortune’s sweepline algorithm [For87] is a
robust concept to construct Voronoi diagrams in 2D using the L,
norm. The Bowyer-Watson algorithm [Bow81, Wat81] formulates
an approach for the computation of Delaunay graphs on a given set
of points; a Voronoi diagram trivially follows as the graphs dual.
While this algorithm generalizes for higher dimensions, it is based
on the Euclidean L, norm. QHull [BDH96, Sci20] allows for com-
puting Voronoi diagrams in up-to 9D, but is limited to the L, norm
and uniformly weighted cells. While these approaches in principle
generalize to other norms [Ma(0], they have been nearly exclu-
sively considered for the L, norm.

Beyond L;: Only very few practical algorithms for Voronoi dia-
grams under the Lo norm have been considered. Rendering L, or
generalized L, diagrams by sampling is trivial even in higher di-
mensions as it is solely an extension of the z-Buffer approach, thus
also suitable for fast GPU-implementation [HIKL*99]. Common
tools for computing actual geometry and topology of Lo Voronoi
diagrams or their Delaunay graph, respectively, are still quite lim-
ited. The work of Dey [Dey15] extends CGAL [CGAL22] with the
possibility to compute Lo diagrams of points and line segments.
However, this algorithm is also limited to 2D and uniformly ori-
ented (axis-aligned) and weighted sites only. The algorithm pro-
posed by Eder & Held [EH19] considers weighted 2D sites and
boxes with axis-aligned orientations. Liu et al. [LPL11] thoroughly
analyze the construction and output complexity of 2D L and L
Voronoi diagrams based on a k-nearest-neighbor graph. Boissonnat
etal. [BNN10] explore Voronoi diagrams beyond metrics in general
but in context of Bregman divergences; a measure of difference that
is neither necessarily symmetric nor satisfies the triangle inequality.

Applications: In Centroidal Voronoi Tessellations (CVT)
[LWL*09] a diagram’s site positions coincide with centroids of
their associated cells. As this property correlates with uniform
site distribution, CVTs and their Delaunay dual are commonly
used in (re)meshing applications [CSAD04, ADVDIOS5, YLL*09].
While L, Lloyd iterations [Llo82] are known to converge on
CVTs [DEJO06], their dual graphs are only triangle- and tetrahedral-
meshes. However, many applications tend to favor meshes predom-
inantly featuring quadrilateral or hexahedral elements. This can
be approached by exchanging the L, norm for the generalized Ly
norm with a large p or its limit with p = co. Hausner [HauO1] pro-
posed an image stylization technique for simulating mosaic tilings
with content aligned L~ Voronoi cells. The approach is sampling
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Figure 2: In 3D, a cell’s geometry is initialized as six quad-based pyramids, forming a cube. They align to the site’s orientation and meet

with their apices at site S. The right example illustrates an anisotropically scaled initialization for a weight vector Ag = [27 %7 1,2,1, %] T

based and operates solely on pixels in the 2D image space. Mou-
ton and Béchet [MB12] propose a concept for Lo Voronoi di-
agram based quad-meshing. However, one of the strongest argu-
ments for quad/hex over tri/tet meshing is the ability of primitives
to align to certain features of the input domain. This is not pos-
sible in the approach of Mouton and Béchet as their sites are all
uniformly axis aligned. Lévy and Liu [LL10] formulated a Lloyd-
Newton approach on Ly diagrams, minimizing an L, energy term
(using p = 8) for individually oriented cells to generate input-
aligned quad-dominant surface and hex-dominant volume meshes.
Individually input-aligned cells are also featured in the concept of
At-Most-Hexa Meshes [BTL22], which utilizes a flood-fill based
labeling process to approximate Lo Lloyd relaxations, eventually
limited in resolution by available GPU memory. Other recent works
also focus on GPU based construction of meshless (L,) Voronoi di-
agrams [RSLL18] or analogously (L,) Power diagrams [BAR*21].

4. Concept

This section provides a brief introduction to the challenges one has
to face when constructing L, Voronoi diagrams where p = oco. Af-
ter an overview of our concept, we derive the geometric constraints
for the diagram, eventually constructed in Section 5.

4.1. Problem Statement

From an L, standpoint, the construction of a Voronoi diagram (re-
spectively its cells) is rather simple [AKL13]. Adjacent cells are
separated by bisectors, which are hyperplanes centered on, and ori-
ented orthogonal to the direct connection between two neighboring
sites. Conversely, two sites are neighbors, and their cells adjacent,
if they share a common bisector. Neighborhood is also defined by
the Delaunay criterion, solely based on site positions. Vertices of
the L, Voronoi cells follow as the circumcenters of Delaunay sim-
plices. As illustrated in Figure 3i, the diagram’s topology follows
as the Delaunay graph’s dual.

In the L~ scenario, the same definitions of neighborhood and adja-
cency apply, but the construction is no longer trivial: Bisectors are
not necessarily planar; cell vertices do not unambiguously follow
as circumcenters from a Delaunay-like triangulation; and adjacency
not only depends on distances but with our extended metric’s defi-
nition also on site orientations and weights.
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Figure 3: L, (i) and Lo (ii,iii,iv) Voronoi diagrams, where site
positions and orientations both shape the adjacency graph (dotted).
In (iii) the - site moved downwards. In (iv) the e site is rotated.

4.2. Lo Voronoi Cells

From the definition of Voronoi cells in Equation (3) and our ex-
tended distance norm in Equation (4) we can now infer two things:

1. The level set of this distance function is a hypercube, respec-
tively a square in 2D or a cube in 3D. There are hyperplanes
around a site, separating regions of the prevalent max-dimension
according to the distance definition. The level set and separated
max-dimensions are visualized in Figure 2.

2. The bisector separating two adjacent cells, is defined as the lo-
cus of points with equal distance to both cell’s sites. It is for-
mally expressed for sites A and B as

d(A,B) ={reR"[[[r—Allx =|lr—Bl|x}. )

The bisector between two cells is only linear (or planar) within re-
gions where the prevalent max-dimensions of both cells are con-
stant. Within cells there are also points where the max-dimension
is actually indefinite, as the distance to the site is identical for two
different dimensions. This corresponds to the triangular faces sep-
arating the max-pyramids in 3D and is visualized in Figure 4 with
dashed lines. At points where the indefinite max-dimension also
equals the distance to another site, the bisector has a kink.

The examples in Figure 4 show two sites A and B with their non-
convex Loo cells. With uniform site orientations My = Mp in Fig-
ure 4i, the bisector between the cells still features symmetric prop-
erties. The orientation Mp of site B is rotated in Figure 4ii, causing
the bisector to feature more than just two kinks. In Figure 4iii site A
is moved closer to B, illustrating a case where cells now even split
into separated regions. For non-equal site weights 2A4 = Ap as in
Figure 4iv one cell may even fully enclose another cell.
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Figure 4: Lo Voronoi cells, where (i) Mg = Mp; (ii) My # Mp; (iii) A is moved, initiating the fragmentation of B’s cell into separate
regions; (iv) B’s weight Ap is doubled, now enclosing A’s cell; (v) Ap is scaled anisotropically only for one dimension.

5. Cell Geometry

As introduced in Section 2, we can interpret the 3D space around
a site as six separate regions, where a prevalent max-dimension is
constant. This understanding lets us formulate the upcoming algo-
rithm and is also used in this first step to evaluate neighborhood
relations. Notes for a numerically robust realization are further de-
tailed in Section 6.3.

5.1. Algorithm Outline

As Figure 3 shows, the construction of Lo diagrams is challenging
due to the complexity of possible influences on a cell. Thus, we
designed our algorithm with the focus on individual cells and their
local neighborhood. It is outlined with the following main steps:

o Initialization: Each cell starts as a simple base mesh and deter-
mines possible neighbor sites.

e Separation: Bisector planes between valid neighbor configura-
tions virtually cut the base geometry into separate parts.

e Extraction: What parts eventually compose the final cell are de-
termined by evaluating the Voronoi criterion (Equation (3)), al-
lowing to extract the non-convex boundary of the resulting cell.

5.2. Initialization and Adjacency

Base Mesh: As visualized in Figure 2, cells are initialized with
a meshed representation of their scaled level-set, a hypercube. Re-
gions of constant max-dimensions around a site are six quad-based
pyramids, located with their apices on the site’s position and rotated
to its orientation accordingly. In theory, these pyramids are of infi-
nite height, but as basis for our meshing algorithm we chose a finite
height. With a known site distribution density, the height is scaled
inversely to that. Another heuristic would be the max-distance to a
closest neighbor site in all signed directions, or if there is none the
distance to the domain limits. As detailed further in Appendix A,
these heuristics provide a simple and sufficient base for most reg-
ular arrangements, but can be extended with a safety-radius factor
to also perform robustly on random input. Thus, the geometry of
all cells is now set to be initialized as six scaled pyramids forming
the initialization cubes. For simplified 2D illustrations, this analo-
gously translates to four max-triangles around a site.

Neighborhood: An individual cell’s geometry is eventually de-
fined by the boundaries to its direct adjacent neighbors. For L,
cells, adjacency follows from the Delaunay criterion, as three points
define a unique circle (2D) or four points a unique sphere (3D).

There is no trivial analogous criterion in the L~ case as three points
may not define a unique square (2D), respectively four points not
defining a unique cube (3D). This holds true even without the gen-
eralization of individual site orientations but assuming uniformly
axis-aligned sites [Dey15]. As visualized in Figure 5, we employ
the cell’s initialization geometry as a proximity heuristic such that
volumetric overlap accounts for a nearest-neighbor connection. In
this example, all initialization cubes overlap and the neighbor-
hood is fully connected. Sites wrongfully incorporated in a nearest-
neighborhood, i.e., cells which are eventually not really adjacent,
do not impair the algorithm’s outcome.

(Ae,Bn) (Aw,Bn)
(Ae,Be) (Aw,Bw)
(As,Bn) (Aw,Cn)
(As,Be) (Aw,Ce)
(As,Bw) (Bn,Cn)
(As,Cn) (Bn,Ce)
(As,Ce) (Bw,Ce)

Figure 5: Sites A, B and C with initialization geometry on the left.
We enumerate the max-vectors and associated pyramids of each
site with n, e, s,w. Tuples on the right list intersecting max-triangles
(pyramids in 3D), for which bisector planes will be determined.
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Figure 6: The planes listed in Figure 5 only cut their associated
max-pyramid. Therefore, some pyramids are not cut at all and only
clipped by the extents of the meshed domain.
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5.3. Bisector Plane

Each bisector plane corresponds to a separation of pairs of site-
max-vector combinations as listed on the right of Figure 5. We will
now infer a bisector plane as visualized in Figure 7 for two sites
A and B. The associated max-vectors a and b correspond to signed
columns of their orientation matrices. Plane P4pg is implicitly de-
fined from the locus of points r with equal max-distance to A and B
and has the form 0 = (r — o4p) - nyp.

£

"\

Figure 7: The (infinite) bisector plane Pap is visualized with the
gray rectangle and normal nag. Pyramids of A and B actually in-
tersect but are scaled down, to avoid visual clutter.

As shown in Figure 7, we can use any of the two points p,q € Psg
as origin o4p. Point p is the projection of A onto the plane with
p = A +as. Conversely we know that s = (p — B) - b. Solving for s
gives the following definition of p, where q follows analogously

(A—=B)-b
1—a-b

(B—A)-a

—A .
P ta 1—a-b

q=B+b
Further can we construct a third point r on the line between A and
B, lying in the plane, thus (r —A) -a = (r — B) - b. With these three
points we can derive the normal, resulting in

a—b

MAB = 77—~
lla—Dbl]

Exceptions: Bisector planes not intersecting the meshing domain
are discarded, as well as cases where a-b = 1 as such planes lie at
an infinite distance. However, if also a . A—B L b, then there are
ambiguous regions of points with identical distances to both sites.
In Figure 8i the gray areas are not uniquely associable with one cell.
Established conventions [Dey15, EH19] resolve this with double-
assignment, random or lexicographical ordering [PLO1]: Le., assign
both regions to both cells, or assign the left region to the first site
and the right region to the second. As shown in Figure 8ii, an im-
posed assignment avoids artificial segmentation of equidistant re-
gions. Nevertheless, we opted for the solution shown in Figure 8iii,
as its three-dimensional analog results in more intuitive solutions
than pseudo-ordered assignments. This segmentation represents a
fallback from the max to the second largest dimension, where the
bisector plane is then simply defined by
A+B A—B

0AB = —5 WAB = 77 @i -
2 |4 —B|
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Figure 8: Gray regions (i) are equidistant to A and B, thus not
uniquely associable to either cell. Imposed assignments (ii) resolve
this ambiguity with pseudo ordering. Our employed convention (iii)
is a fallback from the max to the second largest dimension.

5.4. Orientation and Weighting

The level-set of the L, metric is a hypersphere, thus invariant to ori-
entation changes. Usually L, Voronoi diagrams with p # 2 assume
all sites to be oriented in coherence with the space’s coordinate
axes, as underlying distance measures are based on the global L),
metric. We get past this limitation by introducing rotation matrices
M; as individual orientations for sites S;. Further is a Voronoi di-
agram generalized by introducing individual site weights. For L;
this simply corresponds to altered radii of their hypersphere level
sets. The generalized Lo distance in Equation (4) for a point r and
site S; incorporates the orientation matrix and anisotropic weights
vector A;. An exemplary outcome of this is shown in Figure 4iv,
where the increased weight of site B is visualized with scaled basis
vectors and caused the complete enclosure of A’s cell.

The new bisector plane is then defined by any of the points p,q as
origin 04p and plane normal ngp with

(A—B)-b-Ay
—Apa i) 0A a_ b
P +a7~3—a-b-7»A nap = M A
(B—A)-a-)Ap A _ b
=B+b——F—— y A
1 + 7\,Afa-b-7\,3 ! ’

Prior, we would discard planes when a-b = 1 as the denominator
in the plane origin term is 0. However, with A4 # Ap, this no longer
holds true and the plane origin is no longer at an infinite distance,
thus not discarded. For the exception mentioned before where a L
A—B 1 b, the fallback normal definition is the same, but for the
origin we have to incorporate the weights as

o _AAp+B-Ay
BT T Mt A

This concept easily generalizes further as a site is not limited to
one weight, applied uniformly in all dimensions. As can be speci-
fied freely for all six £{x,y,z} extents in a A vector. For the exam-
ple in Figure 4v, only one dimension of B is scaled anisotropically.
Site individual orientations and decoupled A weight vectors as de-
fined in Equation (4) allow for the most generalized anisotropic Lo
Voronoi diagram possible.

One scalar A; for all extents of a site S; affects all its bisector planes
equally. For individual weights in a A; vector, this is not the case
and has to be accounted for in the transitions between the prevalent
max-dimension sectors. In Figure 4v with anisotropically scaled
weights, these sectors (separated by dashed lines) widen or narrow,
respectively. We reflect this in our geometric concept by scaling
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the initialization pyramid-cube accordingly as shown on the right
in Figure 2. This guarantees that bisector planes of adjacent pyra-
mids intersect the separating face at the same points.

Dimensionality The general L, norm in Equation (1) and analo-
gously our generalization in Equation (4) are defined in R”. Intu-
ition suggests that the cut & clip principle of our algorithm (detailed
in upcoming Section 5.6) also translates analogously to higher di-
mensions with masking based on the Voronoi criterion and a certain
max-dimension. Equidistant points p and q with respect to A and
B and normal nyp for the definition of bisector planes also follow
the general definition in R”. The initialization is generalized with
hypercubes, then to be intersected with hyperplanes. As a proper re-
alization in R" with n > 3 is left open for future work, the claim for
applicability in higher dimensions is only theoretical at this point.

5.5. Valid Bisector Planes

As described before, bisector planes are only valid in certain re-
gions between adjacent sites and the actual non-planar bisector as-
sembles from finite portions of different planes. In the next step,
the initialization geometry will be virtually cut with the determined
bisector planes. Signed + {x,y,z} dimensions give a total of 6 pos-
sible max-dimension regions around a site (Figure 2). For two sites
A and B, the definition above yields 6 x 6 possible planes. But not
all 36 planes are part of the bisector, i.e., the cell geometries of A
and B. As shown in Figure 6, some planes do not intersect their
associated initialization geometry at all and can be neglected. Then
there are also planes which intersect the geometry but are not part of
a bisector. It is a hard problem to determine which planes actually
are part of the bisector, thus of the final cell geometry. Unneeded
cut operations will not degenerate the resulting geometry.

Filtering We experimented with various geometric properties to
determine the validity of certain bisector planes: Distance measures
or combinations with site orientation give no reliable criterion to
determine if a plane is part of a bisector or not. The example in
Figure 4ii illustrates cases where constellations of max-vectors give
valid bisectors, where they can both face or oppose each other. L.e.:
(4+x4,—xp) and (+y4,+yp) give valid planes, but (+x4,+xXp) and
(4+ya,—ya) do not. The positions of p and q, i.e., where the rays
defined by a and b intersect the bisector plane, are also no reliable
indicator. In some cases a or b are scaled with a negative sign so
that the intersection points p and q may lie behind A or B but the
cut plane is valid, nevertheless.

We found it a useful filter criterion for the validity of planes to
check if the corresponding pyramids of their max-dimension vec-
tors intersect [GPRO2], as listed in Figure 5. This refines the adja-
cency criterion from Section 5.2 with respect to the sites’ individual
orientations. Filtered results may contain false-positives (unneces-
sary planes labeled as necessary) but more importantly does not
create false-negatives (necessary planes labeled as unnecessary).
This can be guaranteed by the following logic: If the intersection
of two max-pyramids is empty, they don’t have any common point.
By the definition of a bisector as a set of common points, non-
intersecting pyramids can, therefore, not have a bisector.

Figure 9: Initialization geometry (left) split by valid cut planes
(center). Final cell geometry (right) results by clipping cell frag-
ments, that violate the Voronoi criterion.

5.6. Cut & Clip Pyramids

In this step it is determined which planes are part of a bisector.
Therefore, all sites’ pyramids are virtually cut with their individ-
ual (filtered) sets of possible bisector planes. The center of Figure 9
and left of Figure 10 illustrate this cut geometry. Initialization pyra-
mids are convex and cutting them with planes will also result in
convex polyhedra only. Due to this convexity guarantee, centroids
of these polyhedral fragments will always be inside their hull. This
is important, as these polyhedra centroids are used to evaluate the
Voronoi criterion from Equation (3) for each polyhedron with re-
spect to their associated cell’s site and neighboring sites. Polyhedra
where the centroid violates the criterion, i.e., is closer to another
site, are clipped from the cell’s geometry. Appendix A provides
a more detailed discussion on the conceptual validity of this ap-
proach. The concept is visualized in Figure 9 with cut geometry
in the center and clipped results, i.e., the final cell extents, on the
right. Figure 10 shows the fragmented initialization geometry of an
exemplary isolated 3D cell. Fragments highlighted in yellow mark
the polyhedra removed from the cell. The final non-convex Lo cell
geometry eventually results from the polygons that enclose the re-
maining non-clipped polyhedra.
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Figure 10: The cut & clip algorithm on the initialization pyramids.
The exposed inner of a cell (left) shows only the {—x,+y,—z}
pyramids with their cuts. Clipped geometry is highlighted in yel-
low. Valid and invalid cuts are marked in the (center). The
eventually extracted geometry for the Lo cell is shown on the right.

5.7. L Centroids

In upcoming experiments we utilize Loo Voronoi diagrams in a
Lloyd relaxation. Therefore, we also need to specify what a cell
centroid represents in the Lo norm. A polytope centroid can be
generally specified as the minimizer of an energy function over its
volume, in our case a cell C. For the L, metric, the energy of a
centroid ¢y computes as

FQ:vLW—%W®~ ©)
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Figure 11: An isolated non-convex Lo cell and its bounding-box
(center, dashed). The (right) highlights the trace of L) en-
ergy minimizing centroids at p € {2,...,96}. With increasing p, the
centroids approach the cell’s bounding-box center at p = oo.

In the L; case, this energy is minimized by the center of mass. With
our generalized Lo norm in Equation (4), the Loo centroid results
as the point with the smallest max-distance to any point in the cell,
as explained below.

With increasing p, distances to farthest cell points dominate the
energy term. As p eventually transitions to oo, the energy to be
minimized equals the absolute max-distance of the centroid to the
cell’s extents in any axis-aligned direction. In Figure 11 (middle),
the blue gradient visualizes the evaluated cell energy for all points
within the cell’s bounding-box. For a non-square shaped bounding-
box, there is actually not only a single point minimizing the Loo
energy but a line segment of points with equally minimal energy
(orange). Plotted on the right of Figure 11 are the L, energy min-
imizing centroids for increasing p. As they approach the center of
this minimal L~ energy segment, we use this (bounding-box) cen-
ter point as a proxy for the Lo centroid.

6. Experiments and Discussion

This section presents experiments with our Lo Voronoi diagrams
employed in Lloyd relaxations, a common application for generat-
ing CVTs. We further analyze and compare our algorithm’s com-
plexity, evaluate and discuss our results.

6.1. Lloyd Relaxation

The goal to employ the Lo norm in a Lloyd relaxation is to form
CVTs with quad- or hex-like cells due to its distinct square or cube
shaped level set. Thus, it found use in applications related to quad-
and hex-meshing [HauO1, LL10, BTL22].

Analogously to the energy of a single cell Fy, (Equation (6)) the
global energy is computed as the integral over the whole diagram’s
domain. Lloyd’s algorithm now minimizes this global diagram en-
ergy by alternating two steps: Compute Voronoi cells for all sites,
then relocate sites to the centroids of their cells. With our method
we are now able to compute real Lo Voronoi cells, respectively
centroids, to perform Loo Lloyd relaxations.

With the definition of the L centroids from Section 5.7, scenarios
as shown in Figure 12 may arise. Sites in close proximity can form
cells of almost triangular shape in such a way that their bounding-
boxes largely overlap. Bounding-box centers are located on the di-
agonal, close to the triangular cell’s boundary and, therefore, these
new centroids are again very close. Unlike the L, centroids, when
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Figure 12: S4 and Sp’s cell bounding-boxes (dashed) largely over-
lap, due to the sites close proximity. Contrary to centroid updates
in Ly Lloyd iterations, the Loo centroids cy and cp (bounding-box
centers) are not pushed apart but remain close.

employed in a Lloyd relaxation, the Lo centroids may not neces-
sarily repulse each other. Pairs of centroids can move onto the same
position, creating a numerical ambiguity in the diagram.

Site-Merging A possible solution for the issue of two sites falling
onto the same point could be to simply merge them, i.e., remove
one of them in further iterations. Theoretically, repeated merge op-
erations would allow for all cells in a diagram to eventually col-
lapse into one. However, merging close sites with triangular cells
creates one quad cell where the centroid then resides in a very sta-
ble state, far inside its cell. Thus, we could in practice not construct
an initialization to provoke such a successive collapse. While this
operation perfectly resolves the anomaly shown in Figure 12 and
does not conflict with the energy minimization, it is only a local
improvement. This can be seen in the center and right examples in
Figure 21: Local energy minima can manifest as non-quad cells in
a non-orthogonal alignment but remain unaffected by merge oper-
ations as their centroids are not close. The distance threshold for
merging two sites was set fix for these examples but with largely
varying site weights, thus cell sizes, it should be scaled accord-
ingly. Further, if the number of sites in a diagram is a fix constraint,
only removing them during the relaxation is not an option. Instead,
sites could be teleported [CSADO04], but the best spawn positions
are non-trivial to determine and so far left open for future work.
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Figure 13: L, (top) and Loo (bottom) diagrams after 100 Lloyd
iterations, with Ly energy minimizing centroids using p € (2,8, c0].
Lp energy plots for each combination are featured in Figure 14.
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Figure 14: Normalized plots on a logarithmic y-axis of Ly (left)
and Loo (right) Voronoi diagrams’ energy Fp,, being minimized
over 100 Lloyd relaxations (x-axis) using p € {2,8,00}.

Convergence Figure 13 compares Lloyd-relaxed Voronoi dia-
grams after 100 iterations each, using different p-combinations
for cell and centroid computation. For better readability we refer
to mixed L, computation combinations as Leeqi|centoid felaxations:
In Ly, for example, the Voronoi diagram is computed with Eu-
clidean L, cells and the centroids for the relaxation are determined
with the Chebyshev Loo norm. Unsurprisingly, standard Ly, di-
agrams converge with strictly decreasing energy towards hexago-
nal shaped cells as this is the most dense packing of circles in the
plane [CW10]. Analogous to the setup of Lévy and Liu [LL10] the
examples also feature Ly, diagrams using standard Euclidean L,
cells and centroids minimizing F7,, with p = 8. These, and our Ly,
diagrams feature quad-like cells but the overall structure is not as
regular and quad-like as anticipated.

Intuition would suggest to see the best quad-cell arrangement in
Loo|oo diagrams, where cells’ bounding-box centers are used as
true Lo centroids. However, as described above, the bounding-box
centroid also allows for constellations of two sites moving to the
same position, as their triangle-shaped cells have overlapping and
almost identical bounding-boxes. On the other hand, if we combine
our Lo cells with Ly and Lg centroids, the diagrams approach the
anticipated quad-like cell layout (L 2)-

Plots of the global diagrams’ energies over the course of the relax-
ations from Figure 13 are shown in Figure 14. Energy results are
normalized to a maximum of 1. With a logarithmic y-axis scaling,
the behavior of the energy term in different L, combinations be-
comes prominently visible. The plots show that a strictly decreas-
ing energy can only be guaranteed with the same norm for cell and
centroid computation. In L, diagrams (left) the energy for L, cen-
troids with p = 2 steadily decreases as do p = 8 and p = oo. With
our Lo diagrams (right) the p = oo energy again monotonically
decreases. The L, centroids reach a stable energy plateau early on.
Kinks towards the end of the Lg energy plot are numeric issues due
to the normalization and logarithmic axis-scale.

Traces shown in Figure 15 visualize individual sites’ positions over
the course of a Lloyd relaxation in 3D, starting on a random initial-
ization. The overlapping bounding-box issue also occurs in three-
dimensional diagrams and bounding-box centers pairwise approach
a common position. This phenomenon is visualized as nearest-
neighbors distances in blue (far) and red (close). Thus, Euclidean
L, centroids become blue as they increase the distance to their
neighbors. On the other hand, Chebyshev L centroids do not stray
apart and tend to cluster. The 3D CVT results in Figure 22 further
exemplify this phenomenon.
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Figure 15: Sites’ traces in Lloyd relaxations with hybrid
Leelt|centroia Voronoi diagrams. Distances 1o nearest neighbor sites
are visualized from far to close. Euclidean centroids strive apart
from each other while Chebyshev centroids tend to cluster.

6.2. Computational Complexity

The mathematically expected complexity for Voronoi diagram con-
struction algorithms of n points is well studied in Euclidean L;
space. Under a constrained guasi-uniform point distribution in the
unit d-ball, Dwyer [Dwy91] proofed the possibility of an algo-
rithm performing in linear time. The common Bowyer-Watson al-
gorithm [Bow81, Wat81] for computing Delaunay graphs has an
average complexity of O(nlogn) but can degenerate to (’)(nz) for
certain input configurations [Reb93]. Aurenhammer et al. [AKL13]
summarize various proofs for the general construction complexity
of L, Voronoi diagrams: The problem can be reduced to the sort-
ing of n values, thus being bounded by O(nlogn) [For87]. In L, it
can be also formulated as the intersection of n — 1 halfplanes with
a complexity of ®(nlogn) [PS85].

For d-dimensional L~ Voronoi diagram construction techniques,
the list of available algorithms for comparison is very limited. Liu
et al. [LPL11] formulated their 2D approach based on k-nearest-
neighbors in a Hanan Grid [Han66] and provide an upper bound
of O(min{k(n — k), (n — k)*}) for n points. Our approach is re-
lated to this concept of a nearest neighborhood, but not limited to
a fixed size k. Herein the proximity measure for neighbors is the
(oriented) max-norm distance. Therefore, we employ the initializa-
tion geometry pyramids from Figure 2, where two sites qualify as
neighbors if one of their pyramids intersect each other, respectively.
For a known site distribution, the pyramids’ height % can be scaled
proportionally inverse: L.e., for n points distributed regularly in a
cube shaped domain with extent e, each cell ideally spans over ¢ in
each dimension. Without any prior knowledge on the distribution
density, a height & = e corresponds to the worst case of k =n—1,
which can be avoided using the heuristic described in Section 5.2.
Assuming sites are jittered within the extent of their ideal cell, a
pyramid height of h = % is sufficient to cover all relevant neigh-
bors. In CVTs, sites approach regular, evenly spaced distributions
and the neighborhoods are reduced to an almost ideal size. L.e., with
uniform orientations, this corresponds to k = 8 in 2D and k = 26
in 3D. For the case of non-uniformly oriented sites, & needs to be
scaled by v/d (for d dimensions), respectively.
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Figure 16: Number of polyhedra for m hyperplane cuts (horizontal
axis). The gray area is enclosed by the overall max. and min. num-
ber of polyhedra for this number of cuts. Other lines plot the mean,
cake-number and a polynomial approximation %m‘% .

Cutting the initial geometry of each cell with m planes has a
worst case complexity, theoretically bound by the mth cake-number
[GMI87]. As shown in Figure 16, the actual complexity is drasti-
cally smaller as not every hyperplane cuts the maximum possible
amount of polyhedra. On average, we found %m3 as a reasonable
estimate for the cell-cut operation’s complexity. In practice m never
exceeded 150 (in CVTs < 100) as it is naturally limited by the con-
stellation of the nearest-neighborhood and can be considered a local
property. Thus, in combination with a suitable kNN algorithm, our
cell-focused approach operates in O(nklogn) time.

Runtime As execution timings heavily depend on a diagrams ini-
tialization specifications, Table 1 lists the average computation time
per cell. These were measured with an implementation in Python
and executed on a CPU core at 4 GHz. Cells are independent of
each other, thus allow for parallel computation on a multithreaded
CPU. Recent works proposed similar cell-focused Voronoi ap-
proaches, parallelized on GPU hardware [RSLL18, BAR*21] as
their convex L, cells only require clipping operations. Data struc-
tures involved in our concept are a bit more intricate and not yet
ported to a GPU implementation, although theoretically possible.

Fig. |knn (%) P (%) cut(%) clip (%) ds.(%)| t(s) #
20 | 537 0.11 87.67 2.81 4.05 | 0.06 25
20(c)| 4.87 0.10 88.33 2.85 385 | 007 25
20(r) | 4.17  0.09 88.82 3.51 342 | 0.09 25
21 440 0.13 88.41 3.21 3.86 | 0.10 81
17(1) | 0.43  0.00 81.17 5.71 12.68 | 584 27
17(r) | 0.72 048 82.24 6.56 10.01 | 6.71 125
Ic 045 029 77.12 6.29 15.84 |10.93 343
19r)| 129 059 80.20 5.11 12.80 | 8.99 1331

Table 1: Timings of exemplary results (top: 2D, bottom: 3D). Stats
on the right list the average time per cell and number of sites. Cen-
ter columns break down the individual steps: knn and bisector (P)
computation, the cut & clip algorithm and the final dissolve-step.

As listed in Table 1, the cut operations consume the largest portion
of computation time, spent on an individual cell. This is not surpris-
ing as the cutting is a subdivision iteration on a data structure, main-
taining geometry and topology. Computations of bisector planes or
evaluation of the clipping condition are, in contrast, simple one-step
operations. The jump in computation time between 2D and 3D cells
can be clearly attributed to the curse of dimensionality: Simple ge-
ometric operations become more expensive, cells have 6 pyramids
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to cut instead of 4 triangles, with a lot more bisector planes induced
by an also increased number of neighboring sites. The average cell
computation time is mostly invariant to changes in the orientation
or anisotropy fields. An increased number of sites in the diagram
can affect the individual cells with more possible neighbors, thus
more bisector cuts. However, with proximity heuristics, this effect
can be limited by local neighborhoods of finite size.

6.3. Results

Exemplary results with different parameter configurations are
shown in Figure 17. The left example is initialized with random
site positions, resulting in quite prominent differences in cell size.
The arbitrary orientations show as bisectors of different cells rarely
align with any other normals. In the second example, sites are po-
sitioned on a regular grid with aligned orientations, both perturbed
with noise. Naturally the resulting diagram is much more regular
and cells close to hexahedral.

Geometric boundaries of a cell are the locus of points with equal
distance to two sites, described by a hyperplane. Therefore, all cells
in our diagrams are enclosed by planar polygonal faces. As pointed
out in the zoom-in in Figure 18, faces can be non-convex and in
certain cell-neighbor constellations may feature cavities.

For simplicity, all results are restricted to a unit-cube domain
[YLL*09]. Nevertheless, other general domains do not conflict
with our procedure as long as they are also compact and tessellated.

S
FIED

Figure 17: Lo Voronoi results: Positions and orientations at ran-
dom (left) vs. regular-jittered (right). The face-normal colored ex-
amples (bottom) reflect the uniformity of aligned orientations in
contrast to the large diversity with the random orientations.

Figure 18: Polygonal faces of a cell are always planar but not nec-
essarily convex and may feature cavities, induced by other cells.
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Figure 19: Examples of anisotropic 3D CVTs. The left and center follow an orientation and weighting field as shown in the bottom row of
Figure 21. The result on the right has an increasing cell size from bottom up and follows a smooth three-dimensional orientation field.

A=R21217  A=[1,234]"
Figure 20: Effects of weighted sites. Site positions are identical in
all diagrams, the listed weight vectors are applied to all sites.
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Figure 21: 2D examples of anisotropic weighted CVTs. Top: Wavy
orientation field, increasing X-weights in the center. Bottom: Cir-
cular orientations and weights increase with distance to the center.
The left column shows results relaxed with L.y, the center and
right with L)oo In the right column site-merging was enabled.

Anisotropy Equation (4) introduced the possibility to specify in-
dividual weights for the signed max-vectors of each site. The ex-
amples in Figure 20 compare the effects of different weight vectors
on a given set of sites. Shown on the left is a default L diagram,
where all site directions are equally weighted with A = 1. The cen-
ter diagram exemplifies anisotropically scaled sites, where only £x
extents are scaled by 2. In the right example, the max-vectors are
all scaled differently with A = [1,2, 3,4]T. For these examples the
listed weight is applied to all sites in each diagram, respectively. Di-
agrams with individual site weights are exemplified with the CVTs
in Figures 19, 21 and 22. Weight vectors can be specified analo-
gously to an orientation field and queried for each site’s position.

Figure 22: Anisotropic 3D CVTs with different cell / centroid
combinations. The isolated L, cells have largely overlapping
bounding-boxes (bottom), thus very close centroids (Section 6.1).

Lloyd CVTs The examples in Figure 21 list 2D CVT results of
our generalized Lo Voronoi diagrams with two different orien-
tation fields and anisotropic weighting. We can compare relaxed
LOO|2 (left) with Loo‘ o (center, right) examples. Site-merging (Sec-
tion 6.1) was enabled for the examples on the right. As described
before, this only locally resolves situations where close-by sites
form triangular cells but the L), CVTs still contain non-regular
constellations, i.e., local energy minima. The 3D CVT results in
Figure 22 also compare different cell and centroid combinations
with equivalent orientation fields and anisotropic weighting as in
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the 2D examples. As pointed out with the isolated cells of the
Loojoo CVT, close-by sites with largely overlapping bounding-
boxes are also valid constellations in 3D diagrams. More examples
of anisotropic weighted CVTs are shown in Figure 19. Again, with
L, centroids the CVT results feature more prominently box-shaped
cells than with Lo centroids where cells also are at a relaxed state
in a rather irregular arrangement.

_z

\\
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Figure 23: Anisotropic weighting vectors can provoke cells with a
genus larger than 0 (gray). In the bottom row, the two colored cells
are additionally rotated, creating even more complex structures.

Genus As exemplified in 2D in Figure 4, unequal site weights can
lead to scenarios of one cell fully enclosing another cell. While this
translates analogously to 3D, the three-dimensional space further
provides another degree of freedom: In Figure 23, three sites A, B
and C are located on the x axis at positions x = {—0.25,0,0.25},
respectively. The weighting is set uniformly for B with Az = 2 and
with anisotropic vectors for the outer cells as A4 = [1,2,1,1,2,1]7
and A¢c = [1,1,271,1,2]T. Between A and B, and B and C, the
equilibrium of weights, or respectively the lack of it, in certain
dimensions leads to cells A and C tunneling through the cell of
B. The 45° x-axis rotation of A and C in the bottom row example
leads to another interesting scenario as they now transcend 5 of B’s
max-dimension regions each. For this visualization, cells are lim-
ited by the unit-cube domain. This does not invalidate the example:
With six additional sites, equally weighted as B and located on the
+{x,y,z} axes with a distance of 2, the outcome of B’s cell with a
genus larger than 0 would be identical.

Precision The extraction of cells and their polygonal topology is
based on robust integer labels, thus invariant to numeric issues. As
mentioned in Section 5.6, geometry is cut only virtually: Recur-
sive intersection with multiple planes would accumulate 3D snap
rounding errors [DLL18] due to limited precision in the represen-
tation of floating point numbers. Instead, each vertex can be in-
ferred from the intersection of three planes, which allows for very
tiny details, as highlighted in Figure 24. This principle also natu-
rally applies for the initialization of the pyramid cube in Figure 2,
analogously represented as six proper oriented planes. To approach
possible downstream applications, the whole meshed domain can
be set to an appropriate scale for export.
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Figure 24: Zoom-in on a microscopic detail in the cell geometry.

6.4. Conclusion

In this work we present an algorithm for constructing meshed
Voronoi diagrams using a generalized form of the Loc norm. Com-
mon methods generalize for two, three or more dimensions but are
mostly only considered in Euclidean space and the L, norm. With
the Loo norm, the construction of Voronoi diagrams becomes an
indefinitely harder problem as bisectors are no longer planar, adja-
cency also depends on site orientation and cells are no longer only
convex, can be of a genus larger than 0 or decompose into separated
regions. Previous concepts for the construction of Lo, Voronoi di-
agrams are bound to 2D space and assume uniformly oriented and
equally weighted sites. Our concept is focused on the construction
of cells, shaped by their immediate neighborhood. We determine
the non-trivial bisectors, i.e., the meshed cell geometry as portions
of hyperplanes, unambiguously defined by pairs of prevalent max-
dimensions from two neighboring sites. In our cut & clip algorithm,
the common Voronoi criterion eventually determines the final ge-
ometry of each cell. While the general definitions of our concept
theoretically translate to higher dimensions we present and discuss
results for 2D and 3D diagrams. The definition for bisector planes
is extended with site-individual orientation matrices and the pos-
sibility for anisotropic weight vectors. This fully generalizes the
concept of common Voronoi diagrams to weighted, anisotropic Lo
Voronoi diagrams. When employed in Lloyd relaxations to com-
pute CVTs, we found that true L diagrams with Lo centroids do
not necessarily converge on only square- or cube-shaped cells. Sites
are in a relaxed state while remaining close or even collapse to a
single point as their bounding-boxes can largely overlap. This novel
insight contrasts many applications that optimize for CVTs with
L approximations. However, we also experimented with hybrid
Lloyd relaxations combining L, centroids and our L~ diagrams.
Hybrid relaxations also converged and resulted in CVTs with the
anticipated regular grid-like structures. Future improvements, pos-
sibly with hardware parallelization, will make this a valuable asset
for CVT generation and downstream meshing applications. To the
best of our knowledge, the presented algorithm is a first of its kind
to compute generalized Lo Voronoi diagrams in 2D and 3D.
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Appendix A: Conceptual Validity

This appendix aims to substantiate heuristics and algorithms uti-
lized in our procedure, proving their practical applicability.

Pyramid Initialization

Constructing a Voronoi diagram for a given domain is the segmen-
tation of space into uniquely identifiable cells. Our cells emerge
from resolving overlaps with other cells and, by design, only reduce
in size during the diagram generation. Therefore, a main objective
for the initialization is that all points of the domain are already con-
tained within at least one cell.

Portions of cells reaching over the domain boundaries are simply
clipped. The cut & clip section of our algorithm determines, which
parts of a cell-cell-overlap actually are associated with at cell. As
described in Section 6.2, cells scaled to extent over the full domain
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Figure 25: A 1D example to illustrate the pyramid heights scale
based on the domain extent e and number of sites n. With h = ¢ all
points of the domain are covered by at least one cell.

would trivially satisfy the objective of all domain points being con-
tained in cells but would also cause every cell to overlap with all
others. The number of overlaps to be resolved would then grow in
O(nz). Following heuristics aim to optimize the initialization and
reduce the amount of overlaps, based on the observation that these
are only of relevance for the local neighborhood around a cell.

Figure 25 illustrates a 1D example for our heuristic to scale pyra-
mid heights on a domain with extent e inversely to the site popula-
tion density 6 = %, where n is the number of sites (per dimension).
Under the assumption of a perfect regular site positioning, i.e., the
maximum distance between each other, one can trivially compre-
hend: The height of a pyramid (equal to the extent of a cell in every
dimension) can be set as h = % = £ for every point of the domain
to be contained in at least one cell.

Without rotation, this would also hold for the 2D and 3D case as
cells initialize with a hypercube. However, with orientations one
also need to cover the corner points of the squared or cubed domain.
Therefore, h is to be scaled with v/d for d dimensions, which cor-
responds to the maximum distance between any two points in the
domain, i.e., the diagonal’s length. This formulation of 4, of course,
only applies if a rather regular site distribution can be assumed. For
jittered positions, & needs to be scaled by a factor dependent on the
jitter amplitude such that cells can still be guaranteed to overlap.

When there is no assumption to be made on the given site distribu-
tion, another fallback solution could be to query the local neighbor-
hood of a site. If 4 is set to the max-distance of a closest neighbor
site, it can be guaranteed for both cells to overlap. This has to be
determined individually for the individual signed max-dimensions
and either scale each max-pyramid individually or chose & as the
maximum over all minimal neighbor distances. If there is no near-
est neighbor for a certain signed direction, the cell needs to extend
at least up to the domain boundary such that again all points within
the domain are covered.

Limitations These heuristics only describe bland concepts and
need to be adapted to individual application scenarios. For exam-
ple in Figure 26 sites are arranged to particularly provoke failures
of our initialization schemes. In the left image, each cell is scaled
to extent to its closest neighbor site but still not all parts of the
domain are covered by a cell. In the center, the blue cell extends
to the farthest neighbor cell over all dimensions and the green cell
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Figure 26: Native initialization heuristics (left, center) would fail
to produce the result (right). In practice, a multiplicative safety-
radius factor 2 allowed to robustly resolve any random input.

has no neighbor in w direction so it extends to the domain bound-
ary. Now the whole domain is covered by at least one cell but this
initialization is still not sufficient to create the correct result (right).

As described before, a h = e scaling covers all space with all cells,
thus guarantees to produce a correct diagram but in quadratic time.
The heuristics aim to reduce computation costs by limiting cell
overlaps to a local neighborhood but potentially sacrificing robust-
ness. In practice, we utilized the proposed methods to derive base
scales for individual cells but also applied a safety-radius with a
factor of 2. With CVTs however, this factor can also be lowered to
be < 1, as sites align in a very regular arrangement.

Cut & Clip Algorithm

In the following we argue why the cut & clip algorithm is a valid
procedure to construct Lo diagrams. Under the assumption of a
proper initialization it is guaranteed that the intersection of neigh-
boring site’s base meshes is not empty. A bisector hyperplane Pyp
between sites A and B specifies a halfspace, separating points closer
to A from points closer to B. This analogously holds for the bi-
sectors Pyc and Ppc introduces by a third site C. Intersecting the
bisectors, i.e., superimposing the halfspaces does not corrupt their
significance for the individual sites. Bisectors are only relevant for
associated sites, e.g., A’s cell is not affected by the bisector Ppc.

The init. meshes consist of triangles (2D) or quad-based pyramids
(3D), i.e., convex primitives. Splitting them with a straight cut (line
or plane) will again result in convex primitives. I. With this guar-
antee to be convex, primitive’s centroids will never lie outside but
always on their inside. II. By construction, no primitive transcends
a bisector, i.e., has parts on both sides of any halfspace.

With these two observations we can safely formulate criteria for
a convex fragment, by only considering its centroid. L.e., we can
determine on which side of a bisector a fragment lies be evaluating
the Voronoi criterion for its centroid. If the centroid of a fragment
is closer to a site A than to any other, then it is part of A’s cell. If
there is another site B, closer to the fragment centroid than site A,
not a single point within the fragment can be part of A’s cell.

At this point it is crucial that this evaluation is strictly limited to
the scope of one site: Rejected fragments are not automatically as-
signed to another, closer, site’s cell. This cell-individual evaluation
conveniently also lends itself for parallelism.



